Proposed Syllabus for Ph.D. Course work
Department of Statistics

North-Eastern Hill University

The Department of Statistics proposes the structure and syllabi of Ph.D. course work as per New Regulation RC-23(Under Ordinance OC-4 and OC-5).

Course Duration: One Semester

 Every student has to undertake both the courses under Group-I comprising of 6 credits and any two courses from Group - II comprising of 8 credits as outlined below:

                Course Name



 Course No 
Credits
Page No
Group-I

1. Research and Publication Ethics


 SPS–C 500
      2

      2
2. Research Methodology in Statistics

   STA 501 
      4 

      4
Group-II   Any two out of the following



     
 

Topics on Statistical Inference and Survey Sampling   STA 502 A
      4

      5
Statistical Modeling




   STA 502 B
      4

      7
      
Bayesian Inference and Analysis  
                           STA 502 C
      4

      8
Likelihood Based Statistical Inference
               STA 502 D         4

      9  
Nonlinear and Nonparametric Regression 

   STA 502 E         4

      11        
Applied Survival Analysis
                                       STA 502 F         4

      12      
Time Series Analysis & Forecasting


   STA 502 G        4

      13
Statistical Demography



   STA 502 H        4                      14
Econometrics





   STA 502 I         4                      15
Poverty, Inequality and Sustainable Development 
   STA 502 J        4                       16
Survey Sampling Theory


               STA 502 K       4

     18  

RESEARCH AND PUBLICATION ETHICS
SPS–C 500
Credits: 2  

Total Contact Hours: 24
Unit 1
Philosophy and Ethics
1. Introduction to philosophy: definition, nature and scope, concept, branches
2. Ethics: definition, moral philosophy, nature of moral judgements and reactions
Scientific Conduct
1. Ethics with respect to science and research
2. Intellectual honesty and research integrity
3. Scientific misconducts: Falsification, Fabrication, and Plagiarism (FFP)
4. Redundant publications: duplicate and overlapping publications, salami slicing
5. Selective reporting and misrepresentation of data
Publication Ethics
1. Publication ethics: definition, introduction and importance
2. Best practices I standards setting initiatives and guidelines: COPE, WAME, etc.
3.  Conflicts of interest
4. Publication misconduct: definition, concept, problems that lead to unethical behavior and vice versa, types

5. Violation of publication ethics, authorship and contributor ship
6. Identification of publication misconduct, complaints and appeals
7. Predatory publishers and journals
Unit 2
Open Access Publishing
1. Open access publications and initiatives
2. SHERPA/RoMEO online resource to check publisher copyright & self-archiving policies
3. Software tool to identify predatory publications developed by SPPU
4. Journal finder/journal suggestion tools via. JANE, Elsevier Journal Finder, Springer Journal Suggested, etc.

Publication Misconduct
A. Group Discussions
1. Subject specific ethical issues, FFP, authorship
2. Conflicts of interest
3. Complaints and appeals: examples and fraud from India and abroad
B. Software tools
Use of plagiarism software like Turnitin, Urkund and other open source software tools
Databases and Research Metrics
A. Databases
1. Indexing databases
2. Citation databases: Web of Science, Scopus, etc.
B. Research Metrics
1. Impact Factor of journal as per Journal Citation Report, SNIP, SJR, IPP, CiteScore
2. Metrics: h-index, g-index, ilO index, altmetrics.
References
1. A. Bird, (2006). Philosophy of Science. Routledge.
2. A. Macintyre, (1967) A Short History of Ethics. London.
3. P. Chaddah, (2018) Ethics in Competitive Research: Do not get scooped; do not get plagiarized,
ISBN:978—9387480865.
4. National Academy of Sciences, National Academy of Engineering and Institute of Medicine. (2089). On Being a Scientist.- A Guide to Responsible Conduct in Research: Third Edition. National Academies Press.

5. D. B. Resnik, (2011). What is ethics in research & why is it important. National Institute of Environmental
Health
Sciences,
1-10.
Retrieved
from https://www.niehs.nih.gov/researchlresources/bioethics/whatis/index.cfrn
6. J. Beall, (2012). Predatory publishers are corrupting open access. Nature, 489(7415), 179-179. https://doi.ore/10.1038/489179a.
7. Indian National Science Academy (INSA), Ethics in Science Education, Research and Governance (2019), ISBN:978-81-939482-1-7. http://www.insaindia.res.in/pdf!Ethics Book.pdf.
STA 501 

Research Methodology in Statistics

Credits: 4  

Total Contact Hours: 48

Unit-1. Generating data from standard univariate and multivariate probability distributions (standard discrete and continuous distributions like binomial, Poisson, normal, exponential, gamma, multivariate normal, multivariate t etc.), data from mixture distributions.

Unit-2.  Exploring univariate and multivariate data using tables and plots (Stem and leaf display, Box plot, Median Polish of two-way tables, Rootgrams, Bubble charts, spider plots, scatter and multiple scatter plots, Q-Q plot, probability plot etc.) Graphical methods of clustering (Chernoff faces),

Unit-3. Variance reduction techniques in simulation, Box-Cox transformations. Resampling methods: Permutation tests, Bootstrap, Jackknife and cross validation. Application of EM algorithm, finding maximum likelihood estimate in incomplete data problems and estimating parameters in mixture models

Unit-4. Reading research papers and seminar presentation.
Reference Books :

1. NIST/SEMATECH(2003). e-Handbook of Statistical Methods. http://www.itl.nist.gov/div898/handbook/.

2. Effron, B. and  Tibshirani, R.J.(1993). An Introduction to the Bootstrap, Chapman & Hall/CRC, USA.

3. McLachlan, G.J. and Krishnan, T. (2008) : The EM algorithm and Extensions, John Wiley and Sons, New York.
4. Gentle, J.E.(2009). Computational Statistics, Springer Science + Buisness Media, New York.

5. Shao, J. and Tu, D.(1995). The Jackknife and Bootstrap, Springer Verlag, New York.
6.  Tukey, J.(1977). Exploratory Data Analysis, Addison-Wesley Pub Co., USA.
7. Christian, P.R. and Casella, G.(2004). Monte Carlo Statistical Methods, Spriger Verlag, New York.
8. Law, M.A. and Kelton, W.D.(2000). Simulation Modeling and Analysis, Third Edition, McGraw Hill, Columbus.
9. Tanner, M.A.(1996). Tools for Statistical Inference: Methods for the Exploration of Posterior Distributions & Likelihood Functions, Springer Verlag, New York.

STA 502 A
Topics on Statistical Inference and Survey Sampling
Credits: 4  

Total Contact Hours: 48

 (Unit-1 & Unit-2 will be of 24 contact hours, and remaining 24 contact hours will be for unit-3, unit-4 and unit-5)  

Unit-1.
Large sample properties of estimators: consistency, efficiency. Consisistent  Asymptotic Normal (CAN) estimators, CAN properties of likelihood based estimators (one  parameter and multiparameter families of distribution), asymptotic efficiency of MLE.


Nonparametric density estimation and its properties.                 

Unit-2.
Hypothesis testing: Likelihood ratio test, Wald’s test, Score test and  their properties for simple against simple hypothesis,  large sample properties for composite hypotheses (only statements) and applications. 

Interval estimation: Parametric and nonparametric estimators and their large sample properties. 




      

Unit-3.
Implementations of sampling designs through sampling schemes and their equivalence (with proof). Unequal probability sampling(UPS) without replacement. Some IPPS sampling designs of size 2 and general n. 
            PPS Systematic sampling. Inverse Sampling.
Unit-4.
Stratified sampling – Various allocations (including those under superpopulation models). Allocation problems involving several study variables. Issues related to stratification (including those under superpopulation models). Adaptive and Network sampling – clusters and Networks, Controlled Sampling.
Unit-5.
 Multistage sampling without and with stratification: Estimation and sample allocation to strata and stages. 

             Durbin method of variance estimation..Self weighting designs. Integration of Surveys – Lahiri’s and Keyfitz’s  procedures.

Analytical surveys and Rotational sampling: Non–linear parameters and their estimation – Bootstrap, Jackknifing, Linearization technique. Permanent Random numbers (PRN) and their uses.

Reference Books :

1. 
Casella G. and Berger, R.L.(2002) Statistical Inference, 2nd Ed, Thomson India edition, New Delhi.

2. 
Cox, D. R. and Hinkley, D.V. (1973) Theoretical Statistics. Chapman and Hall, London.

3. 
Kale, B. K. (2005) A First Course on Parametric Inference, 2nd Ed, Narosa, New Delhi.
4    Hettmansperger, T. (1991) Statistical Inference based on Rank. Krieger Pub. Co., Florida.
Silverman, B.W.   (1998) Density Estimation. Chapman and Hall, London.

5. 
Shao, J. (2003) Mathematical Statistics. Spinger Verlag, New York.

6. 
Wand, M.P. and Jones, M.C. (1995 ) Kernel Smoothing. Chapman and Hall, London.
7. Cochran, W.G.(1977): Sampling Techniques, Wiley Eastern, New Delhi.

8. Sukhatme, P.V., Sukhatme, B.V., Sukhatme, S. and Asok, C.(1984). Sampling Theory of Surveys with Application, Iowa State University Press and Indian Society of Agricultural Statistics, New Delhi.

9. Murthy.M.N.(1983): Sampling Theory and Methods, 2nd Edition Statistical Publishing Society, Kolkata.

10. Chaudhury, A.(2010): Essentials of survey sampling. PHI Learning Private Ltd., New Delhi.

11. Hedayat, A.S. and Sinha, B.K.(1991): Design and Inference in Finite Population Sampling, John Wiely & Sons, Inc.

Additional References :
1. Mukhopdhyay, P.(1998). Theory and Methods of Survey Sampling, Prentice Hall of India, New Delhi.

2. Raj, D., and Chandhok, P.(1998): Sample Survey Theory, Narosa Publishing House, New Delhi.

3. Rao, P.S.R.S. (2000), Sampling Methodologies with Applications; Chapman & Hall, London, New York.

4. Chaudhuri, A. and Stenger, H(1992): Survey Sampling, Theory and Methods, Marcel Dekker, Inc., New York.

5. Sarndal, C.E., Swensson, Bengt, Wretman Jan, (1991): Model Assisted Survey Sampling, Springer-Verlag, New York.

6. Thompson, S.K.(2000): Sampling. John Wiley & Sons, New York.

STA 502 B
Statistical Modeling
Credits: 4  

Total Contact Hours: 48

Unit-1.
Over dispersed models: Over dispersed binomial, over dispersed Poisson and over dispersed multinomial models. Estimation using likelihood and quasi-likelihood methods.
Unit-2.
Models for longitudinal discrete data (Binary and count data), methods of estimation using likelihood and quasi-likelihood methods and generalized estimating equation.

Unit-3. Modeling relationship: regression models, variable selection and  model selection. Overview of AIC, BIC, Cp criteria. Transformation of variables.

Unit-4. Generalized Linear models, Iterative Reweighted Least Squares, Deviance measures. Models for counting and categorical data. Hierarchical and Mixture models.   

Reference Books :

1. Mc Cullagh, P. and J.A. Nelder (1989): Generalized Linear Models, 2nd Edition Chapman & Hall, London.

2. Molenberghs, G and Verbeke, G. (2005): Models for Discrete Longitudinal Data, Springer-Verlag; New York.

3. Diggle, Liang, K.-Y. and Zeger, S.L. (1994): Longitudinal Data Analysis, Oxford University Press, Oxford.

4. Paul, S.R. and Placket, R.L. (1978): Inference sensitivity for Poisson mixtures, Biometrika. 65(3):591-602.

5. Zeger, S.L., and Liang, K-Y. (1986): Longitudinal Data Analysis for Discrete and Cintinuous outcomes, Biometrics, 42, 121-130

6. Zeger, S.L., Liang, K-Y and Albert, P.S. (1988): Models for longitudinal Data: A Generalized Estimating Approach, Biometrics,44,1049-1060.

7. Dobson, A. J.  An Introduction to Generalized Linear models, 3rd ed. Chapman & Hall/ CRC.

8. Carlin, B. P. and Louis, T. A.(2008). Bayesian Methods for Data Analysis, 3rd ed. Chapman & Hall/ CRC.

9. Pawitan, Y. (2007). In all Likelihood: Statistical Modeling and Inference Using Likelihood. Oxford Science Publications. 

10. Johnson, V. E. and Albert, J. H. (1999). Ordinal Data Modeling. Springer.
STA 502 C
Bayesian Inference and Analysis 
Credits: 4  

Total Contact Hours: 48

Unit-1.
The Bayesian paradigm :
axiomatic foundations, Conditional probability, prior and posterior distributions, subjective priors, maximum entropy priors, Conjugate priors and non – informative priors.

Unit-2.
Decision Theory:
action space, loss functions, minimaxity, admissibility and Bayes estimators, MAP estimators, restricted parameter space, precision of Bayes estimators, predictions and Bayesian normal linear models.

Unit-3.
Tests and Credible Regions:
Bayes factors, point null hypothesis, pseudo bayes factors, Credible intervals, HPD regions.

Unit-4.
Bayesian Calculations:
numerical integration, analytic approximations, Gibbs sampling, Slice sampling, Monte Carlo methods.

Reference Books :

1. Robert, C.P.(2001): The Bayesian Choice, 2nd Edition, Springer Text in Statistics.

2. Robert, C.P. & Casella, G.(2005) : Monte Carto Statistical Methods, 2nd Edition, Springer Text in Statistics.

3. Berger, J.O(2005) : Statistical Decision Theory Foundations, Concepts and Methods, Springer – Verlag, New York.

Additional Reference :
1. Bernardo, J.M & Smith, A.F.M(2000) : Bayesian Theory, John Wiley & Son

2. Carlin, B.P & Louis, T.P.(2000) Bayes and Emperical Bayes Method for Data Analysis, Second Edition, Chapman & Halls, CRC Press.

3. De Groot, M.H. and Schervish, M.J.(2010) : Probability and Statistics, 3rd Edition, Addision Wesley.

STA 502 D
Likelihood Based Statistical Inference 
Credits: 4  

Total Contact Hours: 48

Unit-1. Introduction, Likelihood principle, the history of likelihood, likelihood function and maximum likelihood estimator (MLE). Computation of MLE (including non regular families andNewton- Raphson method,  Quasi Newton  Method), MLE for exponential family, large sample properties of MLE, relationship with sufficiency. Robustness of likelihood estimators, M-estimators. Score function and Fisher  information matrix (observed and expected), properties of Fisher information matrix. Estimating equations, Quasi-likelihood and its applications in Fisher inference.

Unit-2. Hypotheses testing and interval estimation. Monotone Likelihood Ratio property and its use in finding optimum tests and confidence intervals, Likelihood ratio test, Wald’s test, Score test and their properties, Large sample results, Likelihood based confidence intervals. 

Unit-3. MLE in the presence of missing data and EM algorithm. MLE in Multiparameter models, Dealing with nuisance parameters: conditional, residual, profile and pseudo likelihood, AIC for  model selection. Approximate likelihoods: empirical likelihood, bootstrap partial likelihood, implied likelihood.
Unit-4. MLE in complex data structures. Likelihood estimation in censored data, modified MLE, Cox’s Partial likelihood and its efficiency. Exact and approximate likelihoods in Generalized Linear and Generalized Linear Mixed Models. Nonparametric smoothing with penalized splines, polynomial fitting and penalized likelihood. 

Reference Books :

1. 
Azzalini, A. (1996) Statistical Inference Based on the Likelihood. Chapman and Hall, London.

2. 
Cox, D. R. and Hinkley, D.V. (1973) Theoretical Statistics. Chapman and Hall, London.

3. 
Edwards, A.W.F. (1992) Likelihood.  Johns Hopkins Univ Press, Baltimore.
4. 
Effron, B. and Tibshirani, R.J. (1998) An Introduction to the Bootstrap. Chapman and Hall, London.

5.
 Owen, A.B. (2001) Empirical likelihood. Chapman and Hall, London.

6.
 Pawitan, Y. (2001) In All Likelihood. Oxford Science Publications, Oxford.

7. 
Shao, J. (2003) Mathematical Statistics. Spinger Verlag, New York.

Additional References :
1. 
Aldrich, J. (1997) R.A. Fisher and the Making of maximum Likelihood. Statistical Sciences, 12, 162-176.

2. 
Basu, D. (1975) Statistical Information and Likelihood. Sankhya A, 37, 1-71.

3. 
Bayarri, M. J., DeGroot, M.H., and Kadane, J.B. (1987) What is the Likelihood Function. In Statistical Decision Theory and Related Topics, IV, Vol 1, S.S. Gupta and J. Berger (Eds), Spinger Verlag, New York.
4. 
Efron, B. (1998) R.A. Fisher in 21st Century. Statistical Sciences, 13, 95-122.

5. 
Hinkley, D.V. (1980) Likelihood. Canadian Journal of Statistics, 8, 151-163.

6. 
Wand, M.P. (2003). Smoothing and Mixed Models. Computational Statistics, 18, 223-249.

STA 502 E
Nonlinear and Nonparametric Regression 
 Credits: 4  

Total Contact Hours: 48

Unit-1. Robust and L-1 regression. Regression M-estimators in linear models, Huber
            estimators. Breakdown aspect of estimators. Estimation of  prediction error
            by cross validation and  bootstrap. 

Unit-2.
Family of generalized linear models. Analysis of binary and grouped data using logistic regression models, Poisson regression models, Log-linear models. Linear and Generalized Linear Mixed models. 

Unit-3. Nonlinear Regression Models: maximum likelihood  estimation, Linearization and  Gauss -Newton method, steepest descent method of estimation. Model fitting and statistical inference. 

Unit- 4. Nonparametric Regression Models; Kernel regression, Local polynomial 

 
 Model fitting. Comparison of kernel estimators, effective  kernels, bandwidth   selection.  K-NN estimators. LOESS estimators. , Spline smoothing.

Reference Books:
1. Bates, D.M. and Watts, D.G.(1988) Nonlinear Regression Analysis and its   


Applications. Wiley, N.Y.

2. Fan, J. and Gijbels, I. (1996 ) Local Polynomial Modeling. Chapman and
   Hall, London.

3. Hardle, W.(2001) Applied Nonparametric Regression, Springer-Verlag, 
   London

4. Huber, P. J. and Ronchetti, E.M. (2009) Robust Statistics. 2nd Ed, Wiley,
   New York.
5. McCullagh, P. and Nelder, J.A.(1989) Generalized Linear Models. 2nd Ed.

Chapman and Hall, London.  

6. Myers, R.H., Montgomery, D.C. and Vinning, G.(2002) Generalized Linear

Models. Wiley, New York.

7. Seber, G.A. and Wild, G.J.(1989) Nonlinear Regression. Wiley, New York. 

8. Wand, M.P. and Jones, M.C. (1995 ) Kernel Smoothing. Chapman and Hall,


London.

STA 502 F
Applied Survival Analysis
 Credits: 4  

Total Contact Hours: 48

Unit-1.
Concepts of time, Censoring mechanisms, Survival and hazards functions, Survival distributions-Exponential, Gamma, Weibull, Lognormal, Parametric inference (point estimation, confidence intervals, scores, LR, MLE tests), Life table analysis, failure rate, mean residual life and their properties, Ageing classes-IFR, IFRA, NBU, NBUE, HNBUE, Bathtub failure rate.

Unit-2.
Estimation of survival function-Actuarial estimator, Kaplan-Meier estimator, Estimation under IFR/DFR, Hazards function estimator, Tests of exponentiality against non-parametric classes-Total time on test, Despande test, Two sample problem-Gehan test, Log-rank test, Mantel-Haenszel test, Tarone-Ware tests, Rank tests with censored data.
Unit-3.
Notion of truncated, left censored and interval censored data, Semi-parametric regression models-Proportional hazards (fitting, estimating survivorship function, interpretation, model development, model assessment, proportionality checking), stratified proportional hazards, time-varying covariates, concept of unobserved heterogeneity.

Unit-4.
Parametric regression models-Exponential, log-logistic, Weibull; Concept of frailty and shared frailty models-gamma, inverse Gaussian frailties, Discrete-time proportional hazards, Competing risk models.

Reference Books :

1. Cox, DR and Oakes, D. (1984). Analysis of Survival Data, Chapman & Hall, New York.

2. Miller, RG. (1981). Survival Analysis, Wiley, New York.

3. Kalbfleisch, JD & Prentice, RL. (2002). The Statistical Analysis of Failure Time Data,John Wiley, NY.

4. Klein, JP. (2003). Survival Analysis Techniques for Censored and Truncated Data, Springer, Germany.

5. Lawless, JF. (1982). Statistical Models and Methods for Lifetime Data, Wiley, NY.

6. Duchateau, L & Janssen, P. (2008). The Frailty Model, Springer, Germany.

7. Hosmer, DW & Lameshaw, S. (1999). Applied Survival Analysis: Regression Modeling of Time to Event Data. John Wiley, NY.

STA 502 G
Time Series Analysis & Forecasting
 Credits: 4  

Total Contact Hours: 48

Unit-1.
Cross-sectional versus time series data, approaches to time series modeling, stationary models, time plot and correlogram, classical time series decomposition, tests for trend and seasonality, moving average and exponential smoothing, Holt and Winter’s smoothing, forecasting based on smoothing.
Unit-2.
Time series as discrete parameter stochastic process, Strong and weak stationarity, Properties of stationary processes, Linear processes and Box – Jenkins model, ARMA(p, q) processes, ACF and PACF, properties of sample mean and autocorrelation function, estimation of parameters, forecasting stationary time series,  Wold decomposition.

Unit-3.
Box-Jenkins methodology for ARIMA models, tests for stationarity and removing non-stationarity in a time series, model identification, estimating the parameters, diagnostic checking, seasonality and ARIMA models, forecasting with ARIMA models.

Unit-4.
Introduction to non-linear models, ARCH(p) and GARCH(p, q) processes. Stationary processes in the frequency domain: The spectral density function, the periodogram, spectral analysis, computations based on Fourier transform.

 State-space models: Dynamic linear models and the Kalman filter.

Reference Books :

1. Brockwell, P.J. and Davis, R.A.(2002). Introduction to Time Series and Forecasting, Second Edition, Springer-Verlag, New York.

2. Box, G.E.P., Jenkins, G.M. and Reinsal, G.C.(2004). Time Series Analysis – Forecasting and Control, Pearson Education, Singapore.
3. Makridakis, S., Wheelwright, C.S.W and Hyndman, R.J.(1998). Forecasting Methods and Applications, Third Edition, Wiley Student Edition, John Wiley & Sons (Asia) Pte. Ltd.

4. Montgomery, D.C. and Jhonson, L.M.(1977). Forecasting and Time Series Analysis, McGraw Hill, New York.

5. Brockwell, P.J. and Davis, R.A.(2004). Time Series; Theory and Methods, SAecond Edition, Spriger-Verlag, New York.

6. Bloomfield, P.(2000). Fourier Analysis of Time Series: An Introduction, Second Edition, John Wiley & Sons, New York.

7. Shumway, R.H. and Stoffer, D.S.(2006). Time Series Analysis and its Application with R Examples, Springer-Verlag, New York.
STA 502 H
Statistical Demography
Credits: 4  

Total Contact Hours: 48

Unit-1.
Open and closed population, sources of dempgraphic data, Census, Registration system, Indian SRS and Health surveys, coverage and content errors in demographic data, use of balancing equations and Chandrasekharan – Deming’s formula to check completeness of demographic data, adjustment of age data - use of Whipple, Myer and UN indices, population composition, dependency ratio.

Unit-2.
Structure of rates in demographic analysis, Life table methods and its construction life table functions and their estimates, actuarial and product limit estimators of survival function, statistical comparison of life tables, duration and cause specific life tables, multiple decrement life tables.
Unit-3.
Regression models for counts and survival, Generalized linear models           ( logistic, poisson, negative binomial and finite mixture models), Exponential, piecewise exponential, proportional hazards model for survival, duration dependent parametric and semiparametric transition rate models, unobserved heterogeneity, competing risk and frailty models
Unit-4.
Time series models to forecast demographic rates, predictions using linear stationary processes, statistical propagation of errors in forecasting, predictive distribution of vital rates. Matrix model framework of population projection.

Reference Books:
1. Siegel, J.S. and Swanson, D.A.(2004). The Methods and Materials of Demography, Second Edition, Elsevier, California, USA..
2. Namboodri, K and Suchindran, C.M. (1987). Life Tabu Techniques and their Application, Academic Press Inc., New York.
3. Keyfitz, N. and Caswell, H.(2005). Applied Mathematical Demography,3rd Edition, Springer Science & Business Media, Inc, New York.

4. Alho, J.M. and Spencer, B.D. (2005). Statistical Demography and Forecasting, Springer Science & Business Media Inc., New York.

5. Caselli, G., Vallin, J. and Wunsch, G (2006), Demography : Analysis and Synthesis, Elsevier Academic Press, USA.

6. Biosfield, H., Golsch, K. and Rohwer, G (2007). Event History Analysis with Stata. Lawrence Erlbaum Associate, Talor and Francis Group, New York.
STA 502 I
Econometrics
 Credits: 4  

Total Contact Hours: 48
Unit-1.
Development of Least Squares. Violations of Assumptions of the Classical Linear Regression Model and remedial measures. Autoregressive and  Distributed-lag Models.
Unit-2.
  Simultaneous Equations Model – Identification Problem, Order & Rank 

  Conditions of Identification. Simultaneous Bias. Indirect Least Square (ILS),


  2SLS , 3SLS & their properties. 

Unit-3. Mixed Method of Estimation – Restricted Least Squares, Durbin’s Generalized Least Squares, Theil’s and Goldberger’s Mixed Linear Estimation, Method of Principal Components.   

Unit-4.  Seemingly Unrelated Regression Models. 

  Applications of Single Equation Estimation – Single Demand Equations, 
  Dynamic Demand Analysis. Applications to Firms – Production Functions & 
  Cost Functions. 

Reference Books :

1. Kennedy, P. (2008), “A Guide to Econometrics”, Blackwell Publishing 

2. Baltagi, B. H. (2005), “Econometrics”, (3E), Springer, ND 

3. Franses, P. H. (2002), “A Concise to Introduction to Econometrics:  An Intuitive Guide”, Cambridge University Press, England 

4. Green, W. (2000), “Econometric Analysis”, Prentice Hall of India, ND 

5. Hendry, D. F. (2000), “Econometrics: Alchemy or Science? Essays in Econometric Methodology”, Oxford University Press, Oxford

6. Kmenta, J. (1997), “Elements of Econometrics”, Univ. of Michigan Press, NY 

7. Johnston, J. (1991), “Econometric Methods”, McGraw Hill, London 

8. Intrilligator, M. D. (1978), “Econometric Methods, Techniques and Applications”, Prentice Hall, NJ

9. Judge, G. H., Lutkepohl & Lee (1994), “The Theory & Practice of Econometrics”,  (4E), John Wiley & Sons Inc.

10. Theil, H. (1971), “Principles of Econometrics”, John Wiley & Sons, Inc.
Additional References:

1. Baltagi, B. H. (2001), “Econometric Analysis of Penal Data”, Wiley, Chichester

2. Gujarati, D. N. (1995), “Basic Econometrics”, (2E), McGraw Hill, ND 

3. Maddala, G. S. (1992), “Introduction to Econometrics”, McMillan, NY 

4. Koutsoyiannis, A. (1977), “Theory of Econometrics”, (2E), Macmillan, London
STA 502 J
Poverty, Inequality and Sustainable Development 
Credits: 4  

Total Contact Hours: 48

Unit-1.
Concepts and Trends of Poverty,  Causes and its Alleviations. Policies for Reduction of Poverty in India. Environment, Cultural, and Social Sustainability.

Unit-2.
Determinants of Poverty and Inequality. Investing the Future for Welfare & Health Policies. Economic sustainability. 

Unit-3.
Population Policies on the Globe, Population Projections. Relations among Population, Poverty and Environment. 

Unit-4.
Human Development vs Economic Growth, Socio-Economic Trend in India.  HDI & GDI, Examinations of Gender & Social Development. Tools for Social & Gender Relations. Promotion of Gender equality & Women’s empowerment. 

Reference Books :

1. 
Betti, G and A. Lemmi (2008), “Advances on Income Inequality and Concentration Measures”, Routledge 

2.
 Frankel, J. (2008), “The Effect of Monetary Policy on Real Commodity Prices”, University of Chicago Press 

3. 
Lalwani, B. T. (2007), “Social Justice and Empowerment”, Om Publication, ND

4. 
Lederman, Daniel and Maloney, W. F. (2007), “Natural Resources: Neither Curse nor Destiny”, World Bank and Stanford University Press 

5. 
Raju, M. L. (2007), “Women Empowerment: Challenges and Strategies”, Deep & Deep Publications, ND
6. 
Narayan, D. L. and B. Nagarjuna (2005), “Economics of Human Resource Development  A Perspective Analysis”, Serials Publications, ND 

7. 
Thrilwall, A. P. (2005), “Growth and Development: With Special Reference to Developing Economies”, Palgrave Macmillan
8. 
Pyle, J. L. and R. Forant (2002), “Globalization, Universities and Issues of Sustainable Human Development”, Edward Elgar Publishing Limited, Massachusells, USA 

9. 
Lee, J. A. B. (2001), “The Empowerment Approach To Social Work Practice: Building The Beloved Community”, Columbia University Press
10.
World Bank (2001), “World Development Report 2000/2001: Attacking Poverty”, Word Bank/OUP, NY 

11. 
Granzow, S. (2000), “Our Dream: A World Free of Poverty”, Word Bank/OUP, NY

12.
Meier, G. M. and J. E. Rauch (2000), “Leading Issues in Economic Development”, Oxford University Press, NY 

13.
Rao, P. K. (2000), “Sustainable Development: Economic and Policy”, Blackwell Publishers Inc, Oxford

14.
UNDP (Various years), “Human Development Reports”,  http://hdr.undp.org.
Additional References :
1. 
Bohringer, C. and L. Andreas (2005), “Applied Research in Environmental Economics”, Springer  

2. 
Marten, G. G. (2001), “Human Ecology: Basic Concepts for Sustainable Development”, Earthscan Private Limited, London 

STA 502 K
Survey Sampling Theory
Credits: 4  

Total Contact Hours: 48

Unit-1.
Estimation in finite populations : Review of basic concepts. Design based inference. Non–existence of a best estimator among all unbiased estimators, among Homogeneous linear Unbiased estimators (HLUEs). Necessary and Sufficient condition (NSC) for the existence of an unbiased estimator of population total. pdf of data and likelihood of [image: image2.png]


. Sufficiency, minimal sufficiency, likelihood and complete class of estimators. Rao-Blackwellization. Existence of UMVUE for UCD among HLUEs. Admissibility of HTE in HLUE class and UE class. Estimation based on distinct units-results due to Raj-Khamis, Pathak and Basu. Calibration.

Unit-2.
Superpopulation Modelling : Concept, model expectation & variance Godambe-Thompson’s optimality approach. Optimality under the models M1, M2 and M2[image: image4.png]


. Comparison of RHCE and HTE. Equicorrelation Model. Other Model-based optimality  results.
Estimating Equation Approach: MLE. Linear unbiased estimating function (LUEF). Linear optimality. Applications to survey sampling. Unbiased sampling function (USF). Optimal sample estimator (OSE) – examples. 
Minimax approach: Minimax strategies of sample sizes 1 and n [image: image6.png]
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Unit-3. Predictive Approach and Rubustness: Linear models and BLU Predictors (BLUP). Ratio Predictors. Purposive selection. Regression predictor. Balancing and Rubustness for M11. Balancing for Polynomial models.

Asymptotic aspects in Survey Sampling: Increasing populations. Asymptotic design unbiasedness (ADU) and Asymptotic design consistency (ADC). Brewer’s asymptotic approach. Moment-type estimators. Asymptotic normality and confidence intervals. Applications of Asymptotics. Model-assisted and Generalized regression (Greg) Estimator/Predictor.

Prior distribution based approach: Bayes estimation. James-Stien and Empirical Bayes estimation. Applications to Sampling of similar Groups. Applications to Multistage sampling.

Unit-4.
Small area estimation and developing small domain statistics. Synthetic  estimation. Kalman filtering. Demographic accounting.

Variance estimation – Ratio and Regression adjusted estimators. Model Derived and Jackknife estimators. Regression estimator-Design-based and Model-based variance estimation. HT estimator. GREG Predictor. Systematic sampling. Variance estimators due to Raj and Rao in multistage sampling. Resampling and variance estimation in complex surveys-Linearization. Jackknife. Interpenetrating Network of Subsampling and Replicated sampling. Balanced Repeated Replication. Bootstrap.
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